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Abstract— Wireless Sensor Networks (WSNs) are unique
networks embody gadgets (sensor nodes) in big numbers and
spatial distribution. They have several sensing capability and
cooperate to carry out not unusual venture. Clustering is one
of the best strategies used to remedy the trouble of strength
consumption in WSNs. Grid based clustering has proven its
overall performance particularly for immoderate dynamic
networks. The grids’ method used on this research is executed
on dense network and divides the community place into a
couple of grids cells with exclusive densities (High, Low and
empty). Then grids are combined to shape clusters as
everyday and superior clusters. Cluster head is elected for
each cluster based totally on excessive energy. This new
recommended method is achieved and tested the usage of
MATLAB. The outcomes display that this endorsed technique
works properly at one hundred fifty node WSN and grid size
among five-ten gadgets in which the network existence time is
six hundred thirty-three seconds about.
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I.  INTRODUCTION

A wireless sensor network (WSN) is a group of spatially
scattered hundreds or thousands sensor nodes that has the
ability of sensing, communicating and computing. It
embedded in physical spaces, continuously gather a big
amount of data from the environment. Thereafter WSN is
beneficial technology in many domains such as tracking,
monitoring, scientific investigations and more.

Sensor networks contain the following components :

[] Data collecting: that has the ability of sensing and
acquisition during transducers.

] Data transport: during the wireless/adhoc channels.

] Processing: that has the ability of analyzing date.

We briefly report on the work performed on the presented
problem by other researchers. A number of topology
management algorithms and schemes have been proposed
to increase WSN lifetime. This section discusses briefly
the main results of the most relevant work related to
lifetime extension and power management for WSN.
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Fig. 1: Three main categories of solutions extending WSN lifetime.
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The solutions extending WSN lifetime can be divided into
three main classes (cf. Figurel): (i) Data Aggregation
solutions, (ii) MAC Protocol solutions, and (iii) Scheduling
of sensor nodes solutions.

II. METHODOLOGY

a. Deployment of Wireless Sensor Nodes and Object
Coverage:

There are two widely used types of deployment
techniques for WSNs. First, predesigned deployment
(including as a special case grid placement) is usually
performed by human operators and results in a well-
planned layout. Second, random deployment is made in the
ad hoc fashion, which includes throwing out sensor nodes
from a moving vehicle or an airplane. In this research we
consider the second case, that is, the random deployment
scheme. Recall that we assume static sensor nodes.

b. Density Grid-Based Clustering Methodology:

This research focuses on density-based and grid-based
clustering methods. In grid-based clustering, the data space
is partitioned into a finite number of equal space cells
called grids, and then topological neighbor search is
conducted on these grids to group the points of the closer
grids. Grid-based clustering has fast processing time when
it is compared with other types of clustering algorithms
because all clustering operations are performed on the grid
cells instead of the data objects . Many challenges are
faced in this type of clustering which are :

e Determining the best size of grids: If the grid size is
too large, more than one cluster could be formed
inside one grid cell. In the other hand, if the grid size
is small, a single cluster could be spread through more
than one grid cell.

e The locality problem: When the data space has
clusters with variable densities and arbitrary shapes,
the global density threshold cannot result in clusters
with less density.

e  Selecting the merging condition that produces efficient
clusters. Density-based clustering is another great
method of clustering.

The idea of this type of clustering is about classifying
the data set based on the dense regions, for example, if two
points are very close to dense region, then these points
considered to be elements of the cluster of the dense
region. Density-based method has the ability to
differentiate between the arbitrary shape clusters and to
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detect noise by considering dense areas of objects as
clusters and low density area as noise.20 Density grid-
based algorithms work on three stages. In the first stage,
partitioning the data space into equally space partitions
called grids is performed. Then, each data point in data set
is mapped into a grid. Finally, one of the density-based
algorithms is applied into grids to form the clusters

c¢. Density Grid-Based Clustering Algorithm:

The proposed algorithm by this research combines the
density-based and grid-based methods together to develop
hybrid powerful clustering algorithm. It can discover
arbitrary shape clusters, detect the outliers and noise, also
it has a fast processing time, in which it only depends on
the number of cells instead of the number of data objects.
The algorithm goes through four stages as shown in Fig. 2.
Create grids and map points, Classify grids, Create
Clusters and Selecting CHs (pulling). The following
subsections detailed the algorithm stages:

Create Grids and map points

i B
Classify Grids (empty,spare,Dense )

1 |

Create Clusters

4

Select CHs pulling

Fig. 2: Four Stages of Density Grid-based algorithm

C.1 Create Grids and Map Points

In this step the data space is partitioned into equally space
partitions called grids. Then, each node is mapped into a
grid by using algorithml. A grid is considered as a cells
matrix where every cell contains a number of data points
(nodes).

C.2 Classifying Grids

After the network space is divided, the number of data
points in every non empty grid is calculated in order to
determine the grid type (low or high dense grid). The
standard deviation of the total number of nodes in the
network is calculated according to equation (1). If the
number of data points in a grid is more than or equal to the
double of the standard deviation, the grid is considered as
high dense grid. Thus the dense grid threshold is not need
to set manually. (Algorithm2)

7= \[%Zlivﬂ(xi — x7)%(i=1) "N(xi-x)"-2

21

ISSN NO: 2395-0730

equation (1)

Where xi is a single node in the network is the mean of the
network nodes, and N is the total number of nodes in the
space.

Algorithm 1 Create grid

1. Input: static data

2. Output: Grid matrix with data points
3. Gridx=ceil(Node x dimension /width)
4. Gridy=ceil(Node y dimension /length)

5. Grid Counter(grid x dimension ,grid y dimension )=
Grid Counter (grid x

dimension, grid y dimension )+ 1
Algorithm 2 classify grids

1. Input: Grid Matrix

2. Output: Grid type Matrix

3. Standard Deviation = Standard Deviation Function (Grid
matrix);

4. threshold= Standard Deviation *2;
5. for every grid in the network field
6. if (there is no node in the Grid)

7. Grid type is 'empty';

8. else if(the number of nodes in the grid is less than
threshold)

9. Grid type is 'Low'

10. else if(the number of nodes in the grid is more than or
equal than threshold)

11. Grid type is 'High';
12. endif

13. endfor

Create Clusters:

Clustering aims to minimize the overhead generated by the
topology control and saves the node energy. In this
proposed algorithm the nodes are clustered around the
minimum high dense grid until certain number of nodes is
reached as cluster threshold (algorithm 3). This is done
according to the following steps as shown in :

Step 1. Searching for the minimum high dense grid. Grids
at the borders are excluded. (algorithm 4)

Step 2. Examining the eight neighbors of the minimum
high grid. If the neighbor grid is high or low dense, does
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not clustered before and the cluster threshold is not
reached, then this grid will be included. (algorithm 5)

Step 3. Repeat step 2 satisfying the following conditions: o
If the neighbor is high dense and any of its adjacent
neighbors are also high dense, then both are included in the
cluster.

e If the neighbor is high dense and any of its adjacent
neighbors are low dense, then both will be included in
the cluster.

e If the neighbor is low dense and its neighbor is high
dense, then both are included in the cluster.

e If the neighbor is low dense and its neighbor is also
low dense, then both are included and this forms the
border of the cluster.

Step 4. Repeat step 2 and step 3 for every next minimum

high dense grid if it is not included in any cluster before.

Algorithm 3 Create clusters

Input: Grids in the field Output: Clusters

Input: Grids in the field

Output: Clusters

1. %determine first high

2. for every grid not in the border of the network field

3. if (the grid type is dense)

4. number of High grid incremented ;

5. minimum = hold the x and y dimensions for the
minimum high dense grid;

6. end if

7. end for

8. minimum high dense grid x and y dimensions =
findMinHigh(ClusterMarix,width,length);

9. %Cluster around the minimum high

10. for (every High dense grids in center sub matrix)

11. if (Neighbour not in cluster && Neighbour Type is
"High " && Cluster value less than or equal Cluster
threshold)

12. Add Neighbour to cluster;

13. go to the next Neighbour( Grid);

14. elseif(Neighbour not in cluster && Neighbour Type is
"Low " && Cluster value less than or equal Cluster
threshold)

15. Add Neighbour to cluster;

16. go to the next Neighbour(Grid);

17. endif

18. endfor

Cluster Head Selection Second point

In this algorithm, after clusters are formed, the sensors
would communicate only with cluster heads, subsequently
cluster heads will communicate with the processing centre
(base Station) This would save node energy as well as
network energy. In order to select a cluster heads
(algorithm 6), the nodes in the network are divided into
two types, normal nodes and advanced nodes with a times
more energy than normal node. Advanced nodes have
more opportunity to become a CH. Initially, the nearest
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advanced node from the base station is chosen as a cluster
head. Then CH node in each cluster is elected according to
the remaining energy.

Algorithm 4 find Min High function

Input: Cluster Matrix , width , high

Output: minimum high dense grid x and y dimensions

. for (every grid in center sub matrix)

. if (Grid type is 'High' && it is not in a cluster

. && grid nodes< minimum )

. minimum = The Grid x and y dimension ;

. endif

. endfor

AN B W

Algorithm 5 add Neighbor of the Neighbor function

Input: Cluster Matrix

Output: Add Grid to Cluster

1. % add Neighbour of the Neighbour function

2. go to the next Neighbour ( Grid) {

3. while end not reached if (Neighbour not in cluster
&&Neighbour Type is "High " &&next Neighbour Type is
"High" && Cluster value less than or equal Cluster
threshold)

5. Add Neighbour to cluster ;

6. go to the next Neighbour(Grid);

7. elseif(Neighbour not in cluster &&Neighbour Type is
"High " && next Neighbour Type is "low" &&Cluster
value less than or equal Cluster threshold)

8. Add Neighbour to cluster;

9. go to the next Neighbour(Grid);

10. elseif (Neighbour not in cluster && Neighbour Type is
"Low " &&next Neighbour Type is "High" && Cluster
value less than or equal Cluster threshold)

11. Add Neighbour r to cluster

12. go to the next Neighbour(Grid);

13.elseif(Neighbour not in cluster &&Neighbour Type is
"Low " &&next Neighbour Type is "low" &&Cluster
value less than Or Equal Cluster threshold)

19. Add Neighbour to cluster;

20. break;

21. endif

22. endwhile

23. } end of go to the next Neighbour function

Algorithm 6 select CH

Input: Cluster Matrix, NumOfNodeInCluster

Output: Cluster head of cluster

. for every cluster in Cluster Matrix

. for every nod in a cluster

. if (NodeEnergy >= m*numOfNodeInCluster+1)

. node type is "Normal"

.else

. node type is "Advance"

. endif

. endfor

O 00 1 N Dt W

. endfor
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10. for every cluster in Cluster Matrix

11. for each advance node

12. select the nearest Advance node to base station to be "a
cluster head"

13. endfor

14. endfor

15. // after that select the height energy advance node to be
16. //"a cluster head"

III. RESULTS
Experimental Results

The algorithm run for different grid sizes to show the
effect of grid size on the computational time, number of
formed clusters, and network lifetime. Table 1 shows the
computation time in seconds for different grid size range
from 1 to 15 units. For this range, number of formed
clusters range from 90 to 6 clusters. Fig. 4 represents grid
different grid size with the number of formed clusters.
Network lifetime is an important consideration of WSN.
Fig. 5 represents the network lifetime versus grid size.
From the figure, network lifetime range between 230 to
250 seconds between grid sizes 10 to 15. Although
networks with 1 grid size have most better performance
(life time) than other grid sizes that is 900 seconds, this
experiment is excluded because each cluster has average of
1 to 2 nodes maximum which violates the logic of cluster
forming strategy. In addition, its computation time to form
clusters is very high as shown in Table
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Table 1. Computation Time for Different Grid Sizes.

Grid Size Computation Time/s
1 12.098
5 0.6488
10 0.55667
15 0.2863

The effect of increasing the number of nodes in WSN field
is an important results for our experiments, we tried to test
the clustering method on higher number of nodes range
between 100 nodes to 300 nodes. We choose the grid

size of 10*10 dimensions because it shows the most
suitable results in terms of network life time and
computation time. The results are shown in Fig. 6 and Fig.
7. The computation time of the experiments are shown in
Table 2. The number of formed clusters ranges from 8 to
25 clusters while the network lifetime ranges between 100
to 630 seconds approximately. This clustering method
achieves the best performance when the number of nodes
is 150 nodes in an area of 100*100 because the network
life time has the highest value as 633.0864 seconds.
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Fig.6.Number of Formed Clusters for Different Number of Nodes.

700
600
500 |
Y A00 |

300

200 o

Metwork Lifetime {s]

100

0
100 150 200 250 300
Number of nodes
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Table 2. Computation Time for Different Number of
Nodes.

Number of Nodes Computation Time/s
100 0.5568
150 1.2212
200 0.0373
250 0.4061
300 0.4068

IV. CONCLUSIONS
Conclusions and Future Work

In this paper, we proposed a new clustering method for
wireless sensor networks WSNs based on of density grid
based clustering. In this method, the network area divided
into grids which are classified as high dense, low dense
and empty grids according to the number of nodes in the
cluster. These grids combined to form clusters where
empty girds are excluded, two adjacent high dense grids
are joined in the cluster, two adjacent high dense grid and
low dense grid are also joined in the cluster, and two
adjacent low dense grids will become as outlier of a
cluster. To determine an appropriate cluster head, cluster
nodes are distributed as normal nodes and advance nodes
where the cluster head initially is chosen from the advance
nodes with minimum distance to base station. Then the
cluster head will be elected based on highest energy. This
new suggested method is implemented and tested using
MATLAB. Experiments showed that to determine the
appropriate grid size then the number of nodes for each
cluster, we conducted the experiments for approximately
10 times where average results are considered. The most
appropriate grid size which reveals best results in terms of
network life time is between 5 to 10 units with 150 nodes
in the WSN area.
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