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Abstract—The main idea behind image compression is to reduce
the bandwidth for transmission and required space for storage.
Thus, image compression is of great importance. In this paper we
present the low frequency image compression technique using non-
separable discrete fractional Fourier transform (NSDFrFT).
Numerical simulation results suggested that image compression
method using NSDFrFT as transform technique gives better
performance for low frequency images when compression ratio is
high. Different image quality measurement methods such as
gradient magnitude similarity deviation (GMSD), mean structural
similarity index measure (MSSIM), mean squared error (MSE) and
peak signal to noise ratio (PSNR) are used to determine the
performance.
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I. INTRODUCTION

Storage space required, the transmission bandwidth and the
retention of quality of image are important issues to be dealt by
image compression [1]-[3].The pixels in image are correlated to
each-other and the amount of correlated pixels in an image is
termed as redundancy. Moreover, there is some data in image
which cannot be noted by human eyes. Thus, such a data is
irrelevant [4]. Both redundancy and irrelevancy made image
compression possible and effective. A continuous image is
sampled and quantized to get a digital image. But such a
procedure results in big image which requires large storage
space and samples to represent energy. Storage space is a
limitation and adding extra storing device is not a solution to the
storage problem. So, to counter such problems many image
compression algorithms are given [5].

Modest compression is achieved when lossless image
compression is done.As no information is lost in the process,
thus result is a compressed image identical to the original image.
However, in lossy image compression, significant compression
can be achieved by discarding redundant data. But the quality of
image is degraded due to blocking artifacts [6]. Apart from this
image compression methods can be categorized as predictive
coding and transform coding. Based on past known values,
future values are predicted by predictive coding while transform
coding converts the domain of image from spatial to frequency.
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JPEG 2000 compression coding [7], discrete Fourier transform
(DFT), discrete cosine transform (DCT) [8],DFrFT [9], discrete
fractional cosine transform (DFrCT) [10], wavelet domain [11],
NSDFrFT [12] are some of the image compression algorithms.
The paper discusses the usefulness of the image compression
using NSDFrFT algorithm for different types of images, i.e. low
frequency images, medium frequency images and high
frequency images. In section Il,preliminaries of NSDFrFT,
DFrFT, GMSD, SSIM, PSNR and MSE are discussed. Section
111 comprises of the methodology implemented and section IV
discusses results with conclusion in section V.

Il. PRELIMINARIES

A. NSDFrFT

V. Namias [13] first gave the definition of fractional Fourier
transform (FrFT), a generalization of Fourier transform (FT). The
definition of FrFT for different signals such as one-dimension
and multi-dimension, aperiodic and periodic, discrete and
continuous was given by Cariolarioet al.[14].Technology
advancement resulted McClellan et al.[15] give discrete
fractional Fourier transform (DFrFT) as usage of computer and
other digital devices increased. The first definition of DFrFT
available for calculation purposes was given by S.C.Peiet al.
[16]. Utilizing non-separable linear canonical transform
(NSLCT) definition[17]-[18], definition for FrFT was given by
Ozaktaset al. [19] and L.B.Almeida [20].

The definition of DFrFT is given as
G [w(x, »)](x,y)

=% 7 Sa e, 6y, %,y v(x',y")dx'dy’ (1)
where

Sal,az Ly x',y) = Sa1 (x'x,)saz oy @

The NSDFrFT, a generalized case of DFrFT was given by A.
Sahinet al. [21].NSDFrFT uses the concept of interpolation and
use of bilinear interpolation was suggested by Sahin. The
definition of NSDFrFT has four parameters a,, a,, ¢;and ¢,.
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When ¢, and ¢, are zero then NSDFrFT converts into DFrFT.
Thus NSDFrFT is as follows

Gorgn (e, )] = 6 v (i, NIG)
where
i=(cos@,x + sing,y)/cos (¢, — ¢, ) and

Jj= (=sing,x + cos@,y) /cos (p1 — ¢;)(4)

In-order words x-axis is rotated by ¢, and y-axis is rotated
by ¢,.
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Fig.1. Time-Frequency plane rotation for NSDFrFT

Interpolation plays an important in the definition of NSDFrFT.
Thus to enhance the performance of NSDFrFT, use of bicubic
interpolation has been suggested instead of bilinear interpolation
as suggested by Sahin.

B. Image Quality Parameters

The comparison between the original image and the resultant
image of a process based upon an algorithm is done by Objective
Quality Metrics (OQM). OQM tells about extend of distortion
present in the resultant image when compared with original
image. Various OQM methods are PSNR, MSE [22], GMSD
[23], MSSIM [24].

The formula for MSE is given a

m-1n-1

1
MSE = — Z Z[l(i,j) — K@D )

i=0 j=0
where | and K are the images to be compared.

The formula for PSNR is given as-

PSNR = 10.1 MAX; 6
= 1U.log10 MSE (6)

whereMAX; is the maximum pixel value.

The standard deviation of the GMS map results into the final
image quality score known as GMSD [23]. The formula to
compute GMSD s given as

GMSD = J%z?ﬂ(am(i) — GMSM)2(7)

where
GMSM s the average value of GMS map forming the resultant
final image quality score and GMS is the GMS map at location i.
The higher the GMSD score, the more is the distortion in the
image.
The mathematical representation of SSIM index is as follows

_ (2pxpy+C)(20xy+C;)
SSIMC,Y) = Gzs )02 razeey) )
where u, and u, are the mean intensity. o, and o, are the
contrast.C;andC, are the constants [24].

I11. IMAGE COMPRESSION ALGORITHM

The basic concept adopted is similar to that of the JPEG 2000
image compression algorithm [7]. The image intended to be
compressed is rotated by ¢, and ¢, in x and y direction
respectively [21]. Mapping f(x,y) to f[(cos@,x + sin®,y)/
cos (@, — @,), (—sin@,x + cos@P,y)/cos (B, — B,)] is
equivalent to this rotation. Thus, the mapping is achieved by
Bicubic interpolation [12]. Substituting

i’ = (xcos®; + ysin®,)/cos (¢, — @)
andj’ = (—xsin®, + ycos®,)/cos (8, — @,) (9)
in the definition of Bicubic interpolation given as [25]

Fl 1= ) Y fl+Lj+mK( = dOK(dy —m)

where e
K() = =[0G +2)* = 4] (x + 1)* + 6/ (x)° — 4/ (x — 1)*and
jo={  *Zia0

In block based image compression algorithm, the image is
divided into blocks or sub-images of 4 x 4,8 x 8,16 x 16,32 X
32 and many more. The interpolated image is processed block-
wise with the block size of8 x 8. To reduce the correlation
between the pixels of the test image, transform coding is done.
On each of this sub-image eq. (3) and (4) is applied. Thus, the
target image converts to frequency domain from spatial domain.
Less frequency coefficients are required to represent the energy
of image as compared to spatial coefficients (pixels).
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Quantization of the frequency coefficient to eliminate the
irrelevant information from the image is done. Compression
ratio is the deciding factor for quantization coefficientwhich is

given as
CR = compressed image bits—original image bits

(11)

original image bits

IV. SIMULATION RESULTS

The image compression performance has been compiled for
images of three types: High frequency images (Baboon, Grass),
Medium frequency images (Barbara, House) and Low frequency
images (Pepper, Boat) [26]. For 70%, 50%, 30% and 10%
compression, values of PSNR, MSE, MSSIM and GMSD are
summarized for optimized values of NSDFrFT using Bicubic
interpolation and DFrFT as a transform technique. TABLE |
summarize the image quality parameters (IQM) for
differentcompression percentages.

From the tabloids it can be concluded that MSE and PSNR for all
types of images be it high frequency image or low frequency
image or medium frequency images, are better for NSDFrFT in

The encoding process in the reverse order is applied at the
decoding end as shown in Fig 3. However, quantization is
irreversible, thus in decoding inverse NSDFrFT is applied and
sub-images are merged to get reconstructed image.

comparison to DFrFT for high compression percentages [27]-
[28]. The image is said to be of high quality when GMSD score
is said to be less from that of the compared image. While in case
of MSSIM, index should be high in comparison of compared
image. From above facts,the low frequency images are of high
quality for NSDFrFT than DFrFT. At high compression
percentage the extend of distortion in the reconstructed image is
high,butNSDFrFT involves interpolation which reduces the
visual distortions by smoothening the edges. But at low
compression percentages the impairment is minute thus
interpolation causes the effect of bluring.So, it can be concluded
that NSDFrFT provided better results for all low frequency
images and few medium frequency images but none high
frequency images at high compression percentages.

TABLE I. OPTIMIZED IMAGE QUALITY PARAMETERS FOR DIFFERENT TYPES OF IMAGES AT DIFFERENT COMPRESSION PERCENTAGES

MSE PSNR MSSIM GMSD
%Zﬂg;izzgg Type of Image NSDFrFT | DFrET | NSDFrFT | DFrET | NSDFrFT | DFrFT | NSDFrFT | DFrFT
Low Frequency Pepper 139341 | 20.1363 36,6000 | 350010 | 00827 09757 00764 | 13745

Image Boat 149333 | 19.0190 363892 | 347561 | 0.807 0.8919 01644 | 15900

Medium Barbara | 267606 | 28.1363 350811 | 334910 | 0.800 0.9830 00801 | 09384

70 Frequency Image -— ol 24457 10.1346 442467 | 380727 | 0.9891 0.9930 01112 | 00272
High Frequency | Baboon 2.9424 5.0884 434437 | 410650 | 0.9871 0.9915 00488 | 0.0095

Image Grass 776040 | 190013 202280 | 262799 | 09674 09713 00629 | 0.0565

Low Frequency Pepper 7.7921 14.4629 392142 | 365283 | 09925 0.0925 00608 | L7222

Image Boat 5.8015 94.9666 404954 | 28.3551 | 0.9901 0.9850 01516 | 2.9954

Medium Barbara | 144620 | 20.1822 401371 | 365283 | 0.9893 0.9941 00690 | 0.1656

50 Frequency Image -— e 1.9454 40101 451699 | 40.7046 | 0.9967 0.9987 01033 | 02441
High Frequency | Baboon 21722 2.9424 447618 | 43.7051 | 0.9968 0.9990 00381 | 0.0809

Image Grass 182413 | 24.7304 355002 | 28.3650 | 09885 0.9970 00529 | 00220

Low Frequency Pepper 3.1950 2.346 43.0862 44.42 09977 0.9966 00372 | 0.0657

Image Boat 2.0525 3.860 483115 46.45 0.9961 0.9850 00725 | 2.5980

Medium Barbara |  3.0040 3.046 435115 42.29 0.9913 0.9995 00322 | 00127

30 Frequency Image House 2.0823 2.445 44.9453 44.24 0.9974 0.9995 0.1261 0.0218
High Frequency | Baboon 1.3538 0572 46,8154 50.55 0.9988 0.9998 00361 | 00105

Image Grass 11.3192 7.631 39.0760 39.30 0.9948 0.9992 00227 | 0.0045

Low Frequency Pepper 2.5383 2.006 44,0853 52.64 0.9998 0.9982 00144 | 0.0529

Image Boat 1.4633 049 52.7562 57.71 0.9968 0.9102 00715 | 00715
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Medium Barbara 0.3105 0.206 48.8340 54.64 0.9928 1.0000 0.0168 0.0096
Frequency Image
House 2.0610 0.948 44.9900 48.35 0.9976 1.0000 0.1251 0.0023
High Frequency Baboon 1.1266 0.246 47.6130 62.64 0.9990 1.0000 0.0124 0.0016
Image
g Grass 1.2698 0.306 46.2479 53.26 0.9955 0.9999 0.0213 0.0006

(g) Barbara (Medium Frequency Image)

(h) Processed Image via NSDFrFT

(i) Processed Image via DFrFT
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(k) Processed Image via NSDFrFT

Fig.2. Original images of three types and their processed images viaNSDFrFT and DFrFT for 70% compression.

Original
Image

Rotation of
image by
Internolation

Transform Coding
(NSDFrFT/DFIFT)

Quantization

Inverse Transform Re-rotation by Reconstructed

Coding —> Interpolation Image

Fig.3. Complete procedure of compression and decompression using NSDFrFT and DFrFT.

V. CONCLUSION

Image compression performs better in transform domain than
in spatial domain when NSDFrFT and DFrFTis used as
transform coding. The image has been compressed for higher
compression ratios and different image quality measures are
used to estimate the quality of processed image via NSDFrFT
and DFrFT. The IQMs PSNR, MSE, MSSIM and GMSD
suggested that the processed image using NSDFrFT is of higher
quality than the processed image via DFrFT at higher
compression percentages. Images when classified into high,
medium and low frequency image than 1QM suggested that
image compression using NSDFrFT performs better for all low
frequency images as GMSD score and SSIM index is good for
them. So, in simple words for low frequency images MSE,
PSNR, MSSIM and GMSD are better than medium and high
frequency images when compressed with NSDFrFT.
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